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Abstract—In today’s scenario, size of database is grow-
ing at a tremendous speed and analyzing such data for vari-
ous purposes is of utmost importance. In this paper, we have 
applied our methodology to datasets of different sizes and dis-
cussed the experiment results in analyzing the pros and cons 
of various models. We have given an implementation model 
for knowledge discovery from huge unlabeled temporal da-
tabases by employing a combination of HMM and K-means 
technique.
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I.INTRODUCTION 

With the huge growth of data [1], there has been a 
pressing issue to find tools and techniques to extract mean-
ing information from this raw data and convert it into 
knowledge. For this, the data must be analysed by finding 
the patterns of the raw data and thereafter use these pat-
terns to generate knowledgeable data. 

These can be achieved through data analyses, which 
involve simple queries, simple string matching, or mech-
anisms for displaying data. The main aim of studying the 
various techniques of classification is the development of 
a tool or algorithm which can be utilized for prediction of 
the class of an unknown object, which is not labelled. This 
tool or algorithm is called a classifier while the objects in 
the classification process are represented by instances or 
patterns, where a pattern comprises of several attributes. 
The classification accuracy of any classifier is assessed by 
how many testing patterns it is able to classify correctly 
[2].

In general, unlabelled data is mined with the help of 
data clustering. Clustering, as a robust tool of Knowledge 
Discovery, aims to find hidden patterns in datasets by 
grouping data items together according to some criterion 
of closeness [3,5,13]. Grouping of objects is required for 
various purposes in various fields such as science and tech-
nology, social sciences, medical sciences, etc.

Studies have discussed various performance metrics 
and parameters are provided, and a comparative assess-
ment of the corresponding aspects like cluster head selec-
tion, routing protocols, reliability, security, and unequal 
clustering [4].

The functionality and effectiveness of KM HMM 
[9,10] recursive model is first tested on one subset and its 
results are then backed up by different subsets of larger 
sizes. KM HMM [9] stands for the model-based clustering 
approach. It combines the power of K-means clustering 
with HMM, where K-means initializes the experiment by 
clustering the profiles. The resulting clusters are then used 
as an auto-labelling mechanism such that profiles that are 
grouped into the same cluster receive the same label. 

The KM HMM model can group unlabelled data ac-
cording to its underlying structure, i.e., patient’s medical 
behaviours. The discovery is a data driven process which 
progresses through different hierarchical paths in unearth-
ing the patterns in different age cohorts. Those patterns 
carry patient’s medical information, and a proper interpre-
tation could reveal some hidden but important knowledge 
such as a medical behaviour pattern of aged diabetics or 
abnormal medical behaviour pattern which could lead in 
fraud investigation. These are only few examples of appli-
cation that can be achieved if some ground truth is made 
available. 

We implement K-means clustering [11] and Hidden 
Markov model [6] approach, referred as KM HMM[13] re-
cursive model, on smaller subsets in order to obtain a first 
insight into the effectiveness of the approach [13], and to 
serve as a basis for comparisons when subjecting the same 
method to the entire set of data. Then, the findings are then 
combined to produce the best performing approach which 
is then applied to the entire set of data. 

II. LITERATURE REVIEW 

Several clustering algorithms are proposed by various 
researchers, like Partitioning clustering algorithms, such 
as K-means [8] and CLARA [5] that assign objects into 
k clusters(predefined cluster number), that further itera-
tively reallocate objects to improve the quality of results 
obtained from clustering. Although  K-means is a popular 
clustering algorithm [6] which is easy-to-understand also 
but at the same time it is very sensitive to the selection of 
the initial centroids and has no general solution to find the 
optimal number of clusters for a given data set. 

Few authors have proposed Model-based clustering 
methods that are based on the assumption, that data is gen-
erated by mixture of underlying probability distributions 
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and optimization with the help of models such as statistical 
approach, neural network approach and other AI approach-
es. The typical techniques in this category are AUTO-
CLAS [19], DENCLUE [7] and COBWEB [20] but they 
are facing a challenge of choosing a suitable one from the 
model-based candidates. Clustering, CH selection, rout-
ing, reliability and security aspects are addressed in review 
studies on clustering approaches [2,4]

These clustering-based approaches suffer from high 
computational cost, especially when the scale of data is 
very large. Another very commonly used model is the 
HMM model, the Hidden Markov Model (HMM) which is 
based on statistical modelling. Encoding of temporal pat-
tern has made this approach very popular. Several variants 
of HMMs [7,8,9] exist like discrete HMM, continuous ob-
servation HMM, and input-output HMM, to name a few 
but they are also facing the challenge of heavy computa-
tional cost. To overcome these issues, we have proposed a 
recursive model which reduce the computational burden 
and to improve the quality of the model.

III. PROPOSED MODEL

In this section, our KM HMM approach is detailed 
through the application on one subset, then its functionality 
is further confirmed by applying the method on few other 
subsets. These preliminary experiments are important and 
necessary since they provide a vehicle to unfold the meth-
odology. The step-by-step introduction of our method, the 
detailed discussions at the end of each step and the walk 
through of the sample profiles form the key in explaining 
the methodology.

3.1 Subset Selection

There are numerous ways in selecting reasonable sub-
sets. What matters here is data quality: the selected subset 
has to be an unbiased representative of the data. We have 
divided the whole set of profiles into nine age cohorts, 
we decided to select one of the age cohorts to carry out 
our first experiment. Patients in age cohort 45-55 are well 
away from the female reproductive ages, and are still rea-
sonably youthful as not to suffer from age related illnesses. 
Their profiles are not expected to be too complex to overly 
challenge the methodology. The data set is further down-
sized by constructing a rule-based selection e.g. particular 
illness based or gender. 

IV. RESULTS

The experiment conducted for the study and the results 
of the experiment for comparing the accuracy of the mod-
els are presented in the following sections. 

3.2 KM HMM Based Recursive Model

Using a fixed number of clusters for age cohort 45-55.

KM HMM [9] combines the power of K-means clus-
tering with HMM, such that profiles that are grouped into 
the same cluster receive the same label, whereas profiles in 
different cluster receive a different one. Thus, the profiles 
are labeled according to the cluster membership. While 
these labels do not carry any meaning (other than cluster 
membership), it allows the application of a supervised 
learning scheme such as HMM. 

By creating a model (HMM) for each cluster, HMM 
learns to detect patterns in given time series data which 
best describe the data in a given cluster. The result is a set 
of HMMs, one for each cluster. The procedure can then be 
applied recursively to each of the pattern classes in order 
to further segment a dataset into ever smaller classes. In 
practice, our methodology is unfolded through the follow-
ing two steps:

Step 1: K-means Clustering

The first step of the proposed pattern discovery meth-
odology addresses the clustering of data. In our case, the 
data subjected to the experiments are patients’ profiles. 
K-means [11] clustering takes each profile as a 352-di-
mensional vector and calculates its distance towards cen-
troids of each cluster, and eventually assigns the profile to 
the cluster where the distance between the profile and the 
centroid reaches minimum.to which a person believes that 
using a particular system would enhance performance.

 K-means takes the initial parameters and performs 
data clustering. The cluster detected by K-means are then 
analysed, and clusters smaller than 200 are discarded (by 
assigning the patterns to the remaining clusters). The ap-
plication of K-means algorithm results in 6 clusters. The 
patterns in each cluster are then uniquely labelled as Clus-
ter1, Cluster2, ..., Cluster6 respectively. The benefit here 
stands for the total benefit paid for a patient throughout the 
year where the profile is drawn against

Table I. Basic information for k means clustering algo-
rithm

Name of Cluster Number of 
Profiles Benefit Range in $

Cluster 1 28,608 8.15-1181.85

Cluster 2 9,427 124.95-2303.65

Cluster 3 1,447 357.25-7894.00

Cluster 4 1,199 393.60-7159.40

Cluster 5 1,216 505.10-9070.65

Cluster 6 903 645.60-8232.35

Step2: HMM Data Modelling and Recursive Mining

With HMM modelling [6], data is assessed according 
to contextual information embedded within the temporal 
sequence which we refer to as profiles. The process of esti-
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mating the values of these parameters is considered as the 
training of HMM models. For this experiment, a maximum 
1,500 profiles are selected when the cluster size is over 
2,000 (such as Cluster1 and Cluster2), otherwise 90% of 
the data from the cluster are subject to training (such as 
Cluster3 to Cluster6). Table II specifies the size of each 
training set. 

Table II. Information of dataset in terms of its size in 
training hidden markov model

Name of Cluster Number of 
Profiles

Size of Training 
Sample

Cluster 1 28,608 1,500

Cluster 2 9,427 1,500

Cluster 3 1,447 1,302

Cluster 4 1,199 1,079

Cluster 5 1,216 1,094

Cluster 6 903 812

For our experiments, we used the freely available, and 
well matured HMM software package known as HTK ver-
sion 2.0. We customized the software package to allow the 
dealing with very large and zip compressed databases. This 
was necessary since HMM is not normally suited to deal 
with data mining tasks.  One of the parameters that needs 
to be set when using the HTK 2.0 software package is the 
number of states in the HMM.

Following experiments are based on a left-right HMM 
with 3 states. Table III provides the training results of the 
6 HMMs in terms of mean and variance of each HMMs. 
However, experiments on HMMs trained with more than 
one state were aborted due to lack of information. 

Class1 is the largest which attracts 27,740 profiles 
while Class5 is the smallest with only 186 profiles. It is 
observed that the K-means clustering algorithm and the 
hidden Markov model grouped the profiles differently. 
Upon closer inspection of the K-means clustering results 
when compared to the HMMs classification results, it can 
be stated that the HMM classification makes more sense. 

On a global scale the K-means clustering algorithm 
grouped the profiles as a whole profile, it works on the 
distance from the centroids to point of 352-dimensions. 
Hence at times it has grouped profiles which to the naked 
eyes appear to be quite different.

On the other hand, the hidden Markov model groups   
profiles together based on the time evolution of the profiles. 
The classification of profiles is the result of considering the 
context in which benefit is paid. For example, the hidden 
Markov model can assess whether a benefit paid is out-of-
the-ordinary by considering the context within which the 
benefit was paid, this is an interesting observation given 
that the HMMs were trained on data labelled by K-means.

This process should keep on continuing recursively till 
further classification is possible. The process of Recursive 
mining allows the classes to be re-clustered into sub-clus-

ters where the iterative mining will operate on each of the 
sub-clusters. The sub-clusters will then be modelled and 
iteratively mined by HMM so that new HMMs or patterns 
are discovered for each of the newly generated sub-clus-
ters.

Table III. HMM training results: mean and variance of 
HMM

Name of Cluster Number of 
Profiles

Size of Training 
Sample

HMM1 6.128910e+00 5.203418e+02

HMM2 2.477937e+01 3.275482e+03

HMM3 4.600096e+01 1.269653e+04

HMM4 5.877817e+01 2.111918e+04

HMM5 6.670536e+01 2.268726e+04

HMM6 7.352632e+01 2.508250e+04

Table IV.  Classification result by the hmm model with 
comparison to k-means clustering

Cluster CLASS 
1

CLASS 
2

CLASS 
3

CLASS 
4

CLASS 
5

CLASS 
6 TOTAL

HMM1 25.458 3,055 95 0 0 0 28,608

HMM2 2,274 6,005 1,003 82 10 53 9,427

HMM3 6 642 524 82 33 160 1,447

HMM4 1 246 501 123 56 272 1,199

HMM5 1 256 498 112 46 303 1,216

HMM6 0 92 377 95 41 298 903

Figure 1 shows the recursive process of our methodol-
ogy. It demonstrates what has been done by the two pro-
cesses of clustering and recursive mining: all the profiles in 
the data pool of a particular age group are sub divided and 
processed to get a further level with the help of clustering, 
modelling, and iterative mining as was described above. 

Fig. 1. Recursive refinement

All profiles of the above table of age cohort of 45-55 
year are classified by the set of 63 HMMs generated for 
this cohort group. The classification is performed as fol-
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lows: a profile is presented to all 63 HMMs, and the HMM 
which responds with the highest likelihood value wins. 
i.e., the profile is classified into the class represents by the 
winning HMM. Finally, at the end of this recursive mod-
elling, we would like to re-visit the 36 profile which have 
been discussed in step 1 and step 2.

The 63 final HMMs are applied in classifying these 36 
profiles in order to illustrate how these profiles are grouped 
at the end of the iterative training procedure. It is observed 
that the final HMMs provide a much finer classification to 
the profiles. 

V. CONCLUSION

In this paper, we have implemented our analytical algo-
rithm i.e. recursive KMM Model on a smaller subset and 
later on the complete set, in order to understand the effec-
tiveness of KM HMM model. The distinctiveness of our 
model is the way the clustering KM HMM is applied on 
the dataset. Initially, to overcome the weakness of HMM 
on large datasets, we have applied the model iteratively. 
Also, in place of applying the model on entire dataset in 
one go by understanding all profiles of training set, we 
have done the mining iteratively in a controlled manner. 

This helps to keep the training time in acceptable lim-
its while keeping the model refined in each iteration. We 
analysed through the implementation model of KM HMM 
recursive model that we are getting more refined data as 
compared to K-means model. Thus iterative process makes 
HMM available for modelling a large set of data and main-
tains the known asset and the strength of HMMs. In our 
further study, we will take larger dataset and find the effi-
ciency of this model and also compare it with other exist-
ing models.

The findings of this study are significant for the health-
care service providers as well as the digital marketing 
companies which may provide the technology and exper-
tise for the same. By considering the various aspects of 
the factors that affect the attitude and actual adoption, de-
tailed plans can be devised for effective implementation 
of these technologies. Further research may be conducted 
in different sectors for establishing the generalizability of 
these results and qualitative research can be conducted to 
explore further dimensions of the perceived usefulness and 
challenges constructs.
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