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Abstract - This paper examines the nature, causes, 

and implications of bias in artificial intelligence (AI)-

driven candidate selection processes, with a focus on the 

need for ethical development and application of AI 

systems. The primary objective is to identify and explain 

the key causes of bias in AI-driven candidate selection 

through a review and analysis of existing literature, 

contemporary studies, and case examples. The 

contribution of this work lies in systematic literature 

review and identification of the causes of the problem in 

the AI - driven candidate selection process. 
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I. INTRODUCTION  

The integration of artificial intelligence (AI) into 
employee selection processes has transformed recruitment by 
increasing efficiency and scalability. However, recent studies 
highlight significant concerns regarding inherent biases in AI 
systems, which may result in discriminatory hiring practices. 

 AI has become a crucial tool in candidate evaluation. The 
digital transformation of human resource management has 
led to the widespread adoption of algorithmic solutions in 
hiring processes. AI is used to analyze résumés, conduct 
predictive evaluations, and manage digital interviews [1]. 

The underlying idea of employing AI in recruitment is to 
establish higher standards that are independent of the 
attitudes and beliefs of individual recruiters [2]. AI enables 
companies to process a high volume of applications and 
ideally makes the recruitment process faster, more efficient, 
and less prone to human prejudice [3]. 

 While these technologies enhance operational efficiency, 
an increasing number of research suggests that algorithms 
can replicate and even reinforce biases present in historical 
data [4]. 

 This paper explores the nature of AI bias in employee 
selection, its root causes, and its consequences for both 
organizations and candidates. It also discusses strategies for 
mitigating such biases and ensuring the ethical application of 
AI in candidate selection. 

II. THEORETICAL FRAMEWORK 

The integration of artificial intelligence (AI) into 
recruitment processes has significantly transformed how 

organizations identify and select job candidates. AI-based 
systems are capable of processing large volumes of candidate 
data—including résumés, cover letters, and social media 
profiles—to detect patterns and assess candidate suitability 
for specific roles. These tools utilize machine learning 
algorithms to rank applicants, eliminate those who do not 
meet predefined criteria, and even predict future job 
performance based on historical hiring data [5]. Such 
automation can drastically reduce the time and costs 
associated with human-led hiring, potentially making the 
process more efficient, consistent, and data-driven [6]. 

 AI bias in candidate selection refers to the systematic 
favoring or discrimination exhibited by AI systems during 
the selection process. This bias can manifest in various 
stages, including résumé screening, interview evaluation, and 
candidate ranking [7]. For example, it has been documented 
that some AI systems tend to favor résumés with names 
associated with white male candidates over those linked to 
black or female candidates, even when qualifications are 
identical [8]. 

 Such bias is not necessarily the result of intentional 
discrimination but often stems from structured imbalances in 
the data, where algorithms "learn" to associate certain 
patterns with desirable outcomes without recognizing the 
socially problematic implications of those patterns [9]. For 
instance, if historical data indicates that interview scores 
were highest among candidates from a particular 
demographic group, the algorithm may internalize this 
pattern and continue applying it without contextual 
awareness. 

III. METHODOLOGICAL FRAMEWORK 

The primary approach employed in this study is a 
systematic literature review. This methodology was 
conducted in several stages (see Figure 1). In the initial 
phase, academic sources were collected and searched using 
online databases such as Google Scholar and arXiv, as well 
as through general web searches. The key search terms used 
included: AI employee selection, algorithmic bias, artificial 
intelligence and discrimination, and hiring discrimination. 

From this broader collection, the literature was imported 
into the Mendeley reference manager, where duplicate 
entries were removed. Subsequently, abstracts were reviewed 
to determine the relevance of the studies to the topic of this 
paper, further narrowing down the list of sources used in the 
final analysis. 



 

Figure 1 – Literature Review Process for Identifying Key Problem 
Areas 

The selected literature was systematically analyzed to 
extract the most critical problem domains relevant to this 
study and to enable deeper investigation. This step in the 
research process revealed the following focal areas: 

 Identification of types of bias in AI-driven candidate 
selection 

 Identification and explanation of the causes of bias 

 Consequences of bias 

 Methods for mitigating the effects of bias in AI-
based hiring systems 

The literature analysis established a conceptual 
framework that provides a more detailed explanation of the 
challenges related to AI-guided personnel selection (see 
Figure 2). 

For the purposes of this study, only literature published 
within the last 10 years was considered, as the topic 
addressed is relatively recent. 

 

 

 

 

 Figure 2 – Identified Problem Areas and Their Interdependence 

IV. ANALYSIS OF RESULTS 

The use of artificial intelligence (AI) in candidate 
selection processes is increasingly presented as an effective 
solution for enhancing human resources. However, it 
simultaneously introduces a range of ethical, technical, and 
societal challenges. One of the most serious issues is the 
emergence of bias at various stages of AI system 
development and application. This chapter analyzes specific 
types of bias that arise in the employment context, their 
causes, consequences, and potential mitigation strategies. 
The aim is to highlight the complexity of this phenomenon 
and emphasize the necessity of a comprehensive and 
responsible approach to implementing AI solutions in human 
resources. 



A. Types of Bias in Artificial Intelligence 

In the context of employment, AI bias can manifest 

across multiple layers of the process, from the data used to 

train models to the mechanisms through which algorithms 

make and learn from decisions. Understanding these types 

of bias is essential for developing fairer and more 

accountable systems. AI bias can generally be divided into 

several categories: data bias, algorithmic bias, measurement 

bias, and feedback bias [10]. 

 

• Data Bias 

The data used to train AI systems often contain patterns 

of historical discrimination. If historical data reflect 

preferences for certain groups, the model may learn to favor 
them [11]. For instance, if hiring data from a company 

predominantly include male candidates, the algorithm might 

"learn" that being male is an implicit indicator of success, 

overlooking actual qualifications [12]. Similarly, datasets 

that ignore diversity in education may marginalize 

candidates from alternative educational systems. 

 

• Algorithmic Bias 

An algorithm that favors one group may perform less 

effectively for others [13]. The way a model is designed, 

including optimization metrics and model structure, can lead 

to biased outcomes even when data are not overtly 

discriminatory [4]. 

For example, if a model prioritizes metrics such as 

prediction accuracy or processing speed, it may neglect 

ethical considerations. Some models (e.g., neural networks) 

function as "black boxes," meaning users often lack insight 
into how the model reached a particular decision [14]. This 

lack of transparency prevents the identification of decision-

making chain elements that led to undesirable or unethical 

outcomes, reducing the possibility for intervention and 

correction [15]. 

Additionally, how various input features are weighted 

can inadvertently favor or discriminate against certain 

candidate groups. 

 

• Measurement Bias 

Standard model accuracy metrics often do not 

incorporate fairness, potentially leading to systematic 

neglect of poor performance on data subsets [16]. For 

instance, cognitive ability tests that do not account for 

linguistic or cultural differences may yield unfavorable 

results for candidates with different educational or 

experiential backgrounds. Measurement bias can also arise 
in how AI systems interpret résumé content, especially if 

they rely on keyword frequency rather than contextual 

understanding. Such approaches favor candidates who have 

been trained to "optimize" their résumés for algorithms 

rather than those with the most relevant skills. In practice, 

this means that systems overestimate candidates using 

formal or technical language while underestimating those 

whose expressions deviate from standard formats, despite 

having equal qualifications [17]. 

The result is an evaluation that does not reflect the 

candidate’s actual competence. 

 

• Feedback Bias 

Feedback bias refers to the tendency of algorithmic 

systems to confirm and reinforce patterns from prior 

decisions, particularly when using learning mechanisms 

such as reinforcement learning (RL) or online learning. In 

such cases, AI systems use their own past decisions as a 

basis for future predictions, potentially creating self-

reinforcing loops of bias that intensify over time. 

Systems learning from their own outputs (e.g., through 
reinforcement learning) may entrench discriminatory 

patterns if errors are not explicitly corrected [18]. For 

example, if the system consistently rates candidates from a 

specific demographic group as lower-performing, this 

assessment may be used as a valid signal in future decision 

cycles. Over time, this dynamic can produce a feedback 

loop in which biased patterns are not only maintained but 

amplified. 

These types of bias rarely occur in isolation but rather in 

interaction. In practice, a combination of biased data, 

suboptimal algorithms, and poorly designed metrics can 

produce complex and difficult-to-detect forms of 

discrimination. Understanding these dimensions is crucial to 

developing ethically responsible AI solutions in human 

resources. 

B. Causes of Bias in Artificial Intelligence Used in 

Selection 

Bias in AI used for candidate selection does not stem 

solely from data deficiencies but results from a complex 

interplay of historical inequalities, technical limitations, and 

design choices in model development. Understanding these 

causes is key to building fairer and more accountable 

recruitment systems. 

 

• Historical and Structural Bias in Data 

A primary source of AI bias is the use of historical 

employment data that reflect existing societal inequalities. If 

AI models are trained on data from past practices that 

favored certain demographic groups, such as white males, 

they may learn to replicate those patterns. For instance, if a 

company has historically hired predominantly men for 

technical roles, a model trained on such data may rank 

female candidates lower, even when they possess the same 

qualifications [8]. 
 

• Underrepresentation of Diverse Groups in Data Classes 

Bias also occurs when certain demographic groups are 

underrepresented in training datasets. For example, if a 

small proportion of résumés come from Black women, the 

AI may yield inaccurate assessments or exclude them 

entirely [19]. 

 

• Design and Functional Bias 

AI systems are often optimized to maximize accuracy, 

efficiency, or predictive validity, metrics that may not align 

with fairness. For instance, if a model is rewarded for 

predicting job performance based on tenure or promotion 

history, and these outcomes are historically biased, the AI 

may unknowingly favor dominant groups [12]. 

 

• Proxy Variable Bias 

Proxy variables statistically associated with protected 
characteristics like race, gender, or age can also introduce 



bias. For example, zip codes, university names, or hobbies 

may serve as proxies for socioeconomic or racial 

background. Mujtaba and Mahapatra note that even 

seemingly neutral traits like writing style can act as indirect 

indicators of a candidate’s race, gender, or education [19]. 

 

• Feedback Loops 

One of the most complex and dangerous forms of 
algorithmic bias in hiring is the emergence of feedback 

loops. This occurs when an AI system continuously trains 

on its previous decisions and performance, thus 

consolidating and repeating historical patterns, including 

biases, through new decision-making cycles. 

In practice, this means that if past recruitment cycles 

favored specific candidate profiles (e.g., men from technical 

universities), the system will classify these profiles as 

"successful" and automatically prioritize them in future 

evaluations, exponentially amplifying bias with each 

iteration. 

C. Consequences of Bias in AI-Based Employee Selection 

Algorithmic bias in candidate selection can lead to 

severe consequences for individuals, organizations, and 

society at large. Discriminatory outcomes threaten 

principles of fairness and equal opportunity [20]. 

Candidates unjustly rejected based on algorithmic 
assessments may lose trust in technology and institutions. In 

the long term, this may reduce workforce diversity, 

innovation, and damage organizational reputation [16]. 

Evaluating potential employees based on current 

employees perpetuates bias toward candidates who resemble 

those already hired [21]. 

 

• Ethical Consequences 

From an ethical perspective, biased AI systems 

undermine the principle of fairness in hiring, candidates 

should be evaluated based on qualifications and merit, not 

demographics such as gender, race, or age. When AI 

systems reinforce existing societal inequalities, they 

contribute to discrimination and violate principles of 

equality and social justice. 

Moreover, the use of non-transparent algorithms creates 

an ethical dilemma known as moral distancing, where 
responsibility for decisions shifts from humans to 

technology. This can decrease hiring managers’ sense of 

accountability, potentially enabling unethical practices that 

would otherwise be challenged in human decision-making. 

 

• Legal Risks and Regulatory Compliance 

Legal frameworks in many countries explicitly prohibit 

discriminatory practices, even when unintentional or 

indirect. In the U.S., the Civil Rights Act prohibits 

employment discrimination based on race, gender, religion, 

or national origin. In the EU, the General Data Protection 

Regulation (GDPR) grants individuals the right to an 

explanation of automated decisions, including those related 

to hiring. 

New regulations, such as New York’s Local Law 144 

and the EU AI Act, further address this issue. 

In July 2023, New York became the first jurisdiction 

globally to mandate bias audits for commercial algorithmic 
systems, particularly those used in employment decisions. 

Local Law 144 (LL 144) requires annual independent audits 

for racial and gender bias and mandates public disclosure of 

audit reports. Employers must also provide transparency 

notices in job postings [22]. 

According to the EU AI Act, AI systems used in 

recruitment, candidate assessment, and hiring decisions are 

classified as "high-risk."[22] This includes: 

 

 Automated résumé screening tools 

 AI-based video interview and psychometric 

analysis 

 Automated candidate ranking or scoring 

 

Organizations using AI in hiring must ensure: 

 

  Transparency: Candidates must be informed about 

AI usage and its influence on decision-making 

 

 Human oversight: AI must not be the sole decision-

maker; real human intervention is required 

 Data quality and fairness: Training data must be 

representative to prevent bias 

 Risk management: Employers must conduct risk 

assessments before using AI in selection 

 Accountability: Documentation and audit trails 

must be maintained for compliance 

 

Failure to comply with the EU AI Act may result in fines 

of up to €35 million or 7% of global turnover, depending on 

the severity of the violation.[22] 

 

• Reputational Damage and Loss of Brand Trust 

A company’s reputation can be significantly harmed if it 

is revealed to use AI tools that discriminate against 

candidates. In the era of rapid information sharing via social 

media, a single case of malpractice can lead to widespread 

public backlash and consumer boycotts. Amazon’s 

discontinuation of its AI recruitment tool, which was found 

to be biased against women, illustrates that even tech giants 

can suffer reputational damage. Companies seeking to 

maintain public trust and attract top talent must demonstrate 

responsibility in how they deploy technology. 
 

• Reduced Workforce Diversity and Innovation 

Diversity within teams is critical for fostering 

innovation, informed decision-making, and adaptability to 

changing markets. AI systems that systematically exclude 

candidates from marginalized groups produce a 

homogenous workforce where ideas tend to converge. 

According to Wilson and Caliskan, unchecked algorithmic 

bias can institutionalize uniform thinking, stifling creativity 

and diminishing teams' ability to approach complex 

problems from diverse perspectives [8]. 

 

• Psychological and Societal Impact 

At the individual level, candidates rejected due to AI 

bias may experience a sense of injustice, helplessness, and 

reduced self-esteem. These effects can be particularly 

harmful to members of vulnerable groups who already face 
barriers in the labor market. 



On a societal level, the continued use of biased AI 

systems can deepen existing inequalities, hinder social 

mobility, and erode public trust in technology and 

institutions. Over time, such systems may undermine efforts 

toward a more inclusive society and widen the gap between 

privileged and marginalized communities, pushing the latter 

further from the labor market. 

D. Mitigating Bias in AI-Based Candidate Selection 

Although bias in AI systems cannot be completely 

eliminated, it can be significantly mitigated through 

strategic interventions at various stages of development and 

deployment. The following are key measures to reduce the 

negative impacts of biased AI in candidate selection 

processes: 

 

• Diversifying Training Data 

One of the main sources of AI bias is the lack of 

diversity in training data. Training models on historical 

datasets that reflect social inequities (e.g., 

underrepresentation of minority groups) leads to the 

replication of these biases. Diversification involves 

including a wide range of demographic, cultural, and 

professional characteristics to ensure models better represent 

the real population. This includes balance in terms of 

gender, race, age, disability, education, and geographic 
origin. 

 

• Regular Auditing of AI Tools 

AI tools require continuous monitoring to identify and 

correct unintended consequences of their use. Regular audits 

allow systematic tracking of outputs, identification of 

discriminatory patterns, and corrective action. For example, 

New York City’s Local Law 144 mandates employers using 

automated hiring tools to conduct annual independent audits 

to assess potential bias. Such legislation sets a precedent for 

institutionalizing audit practices worldwide. 

 

• Algorithmic Transparency 

Algorithmic transparency, also known as explainable AI 

(XAI), refers to the ability of systems to clearly 

communicate how and why a decision was made. This is 

crucial in candidate selection, as it allows employers, 
candidates, and regulators to understand the basis of 

decisions and identify potential systemic flaws or biases. 

Transparency enhances trust in the technology and 

strengthens accountability [12]. 

 

• Human supervision 

Fully automating hiring decisions can lead to serious 

ethical and legal issues. While AI can effectively filter 

candidates, final decisions should be confirmed by human 

experts. Human judgment enables contextualization, 

empathy, and consideration of non-quantifiable factors. The 

practice of "human-in-the-loop" is becoming a critical 

component of responsible decision-making systems, 

ensuring that decisions are fair, correctable, and ethical, in 

addition to being accurate [23]. 

However, this also raises questions about the experience 

and accountability of the individuals overseeing AI systems 

and the creation of a potential sense of "false security." 
 

• Adhering to Ethical Standards and Regulations 

In addition to technical and procedural measures, 

organizations must ensure their AI systems comply with 

current legal frameworks and ethical guidelines. This 

includes adherence to principles of fairness, non-

discrimination, privacy, and accountability. New legislative 

acts like the EU AI Act require strict compliance regarding 

risk classification and transparency. Ethics must not be an 
afterthought, but a foundational principle of AI development 

and application. 

To ensure lawful AI use in employment under the EU AI 

Act, the following steps are essential: 

 

 Conduct an impact assessment before deploying an 

AI system 

 Provide candidates with the option to decline AI 

evaluation or request an alternative assessment 

method 

  Implement mechanisms to detect and reduce bias 

 

  Train HR staff to understand and monitor AI tools 

 Collaborate with legal, regulatory, and data 

protection experts before and during AI 

implementation in selection 

V. DISCUSSION AND CONCLUSION 

Artificial intelligence (AI) holds the potential to 

revolutionize candidate selection processes by offering 

efficiency, consistency, and the ability to process large 

volumes of data. However, as numerous studies and real-

world examples demonstrate, this potential comes with 
significant risks when AI is applied without critical 

oversight, ethical frameworks, and appropriate corrective 

mechanisms. Otherwise, instead of mitigating bias, AI may 

reinforce and exacerbate existing patterns of discrimination 

and social inequality. 

Future research should focus on developing dynamic 

frameworks for bias auditing that can adapt to different 

employment contexts. This includes creating real-time 

fairness metrics and adaptive models that respond to fairness 

feedback. 

These future research should address both technical and 

socio-ethical dimensions of AI bias in recruitment, 

encouraging interdisciplinary collaboration among computer 

scientists, ethicists, legal scholars, and HR practitioners. 

 

Research Focus Description 

Dynamic Fairness 

Metrics 

Develop adaptive fairness 

tools for diverse hiring contexts 

Explainability in 

HR AI 

Tailor XAI methods for HR 

professionals and candidates 

Empirical 
Mitigation Studies 

Long-term, real-world 
evaluations of bias reduction 

methods 

Regulatory Impact 

Analysis 

Study effects of laws like LL 

144 and EU AI Act on hiring AI 

Intersectionality & 

Bias 

Examine compounded bias 

effects on intersecting identities 

Feedback Loop 

Modeling 

Analyze and break bias-

reinforcing feedback cycles 



Human-AI 

Collaboration 

Optimize shared decision-

making in recruitment systems 

Ethical Embedding 
in AI 

Integrate ethics upfront in AI 
design and development 

Cultural & 

Linguistic Adaptation 

Design inclusive AI for 

diverse cultural/linguistic groups 

Candidate 

Psychological Impact 

Investigate emotional effects 

of AI hiring rejections 

 
Table 1. – Proposed future rearch fields with short description 

 

Biases in algorithmic systems often originate from 

historical data, design choices, and inadequate model 

validation. If models are trained on data reflecting gender, 

racial, or class biases, there is a high risk that algorithms 

will not only perpetuate but amplify those biases through 

automated decision-making. 

AI models—especially those based on deep learning, 
often function as "black boxes," making them difficult to 

interpret. More research is needed in developing explainable 

AI (XAI) tools tailored to HR domains, where explanations 

must be comprehensible to non-technical users such as 

managers and candidates. Candidates should have access to 

information about how they were assessed to improve 

transparency and trust. Recent studies have proposed 

methods for explainability in hiring systems, but further 

empirical testing is required [24]. 

As legal frameworks such as the EU AI Act and New 

York’s Local Law 144 are increasingly enforced, future 

research should concentrate on developing AI tools that are 

ready for regulatory deployment. This includes documenting 

data sources, audit trails, and system behavior to meet 

transparency and accountability requirements. Ethical 

design principles—such as privacy by design and informed 

consent—must become integral to the AI lifecycle. 
Because organizations deploying AI in recruitment bear 

significant responsibility, fair and accountable design must 

include the following components: 

 

 Diverse and representative training data to reduce 

systemic bias 

 Mandatory human supervision in decision-making 

to allow contextual and ethical evaluation of 

candidates 

 Transparent and explainable models to ensure both 

candidates and authorities can understand the 

basis of decisions 

 Compliance with legislative and ethical standards, 

including international regulations defining the 

limits of high-risk AI system deployment 

 

In conclusion, the responsible use of AI in hiring must not 
be viewed solely as a technical challenge, but also as an 

ethical and legal imperative that requires cross-sector 

dialogue and ongoing reassessment of practices. Only 

through careful balancing of technological capabilities and 

social responsibility can we use AI to genuinely enhance 

fairness, inclusivity, and equality in the labor market. 
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