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Abstract— The article presents an algorithm for trading 

long contracts with one asset in the financial market in the 

Python programming language using the LSTM neural 

network using the Keras library. The formalized LSTM model 

solves the vanishing gradient problem, which can hold the 

gradient of the objective function relative to the state signal. As 

applied to our problem, such an improvement in the model 

allows us to collect data on certain patterns of price changes. 

Sharpe Ratio is used to determine the optimal strategy and 

decision making at each time of application. The optimal 

minimum time period for the model operation has been 

determined; the signal transmission delay from the moment 

the market situation changes until the signal is received by the 

model, which will be infinitely small, and the computing power 

will be considered infinitely large. These assumptions give the 

right to say: when the market situation changes, the model is 

instantly ready to react and make a decision to sell, buy or hold 

an asset. 
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I. INTRODUCTION 

Trading on the stock exchange is currently gaining 
momentum and becoming more and more relevant. These 
issues were considered by both domestic and foreign 
researchers [1-3]. The introduction of computing systems 
and the increase in computing power makes it necessary to 
use deep learning, and it is reflected in a number of studies 
[4-6]. At the same time, there is a complication of the 
mathematical base of the work performed, which entails an 
increase in computing power, due to which machines per unit 
of time can process more metrics from year to year and give 
more accurate solutions [7, 8]. The use of deep learning has 
led to a quantum leap in algorithmic trading [9, 10]. 

To a certain extent, algorithmic trading can be applied to 
one degree or another in every financial market where data is 
not sparse [11, 12]. This criterion is met by the foreign 
exchange, index markets, blue chips, and the Treasury bond 
market. As part of this research, we will focus on the blue-
chip and indices market. 

When making a decision to include an asset or its 
derivatives in the portfolio, the following are investigated: 
volatility (risk) and the expected return (mathematical 

expectation) of the asset [5, 7, 10]. When trading one asset, 
the trainee agent has 3 options: buy, sell, hold. Generally 
speaking, there can be much more actions: take a short 
position, get cash, take an option, and so on, but as part of 
the work, we will consider a specific task. When solving the 
problem, we will rely on the supply-demand for the asset. If 
the difference between supply and demand is significant, that 
is, demand is less than supply in terms of price, then the 
market is in equilibrium, the agent expects a sideways trend. 
If the market is sparse in terms of demand, then this situation 
is a driver for the sale, since minor fluctuations in the market 
can trigger the triggering of stop-losses and a sharp decrease 
in the value of the asset. 

II. METHODOLOGY 

In the application of reinforcement learning to trading in 

the financial market, the observation will be the price of the 

asset, the volume and price of bid and ask, the base rate of 

the currency in which the asset is traded. 

The action is buying / selling / holding an asset. The reward 

is the change in the Sharpe indicator. The policy of the agent 

being trained is to maximize the Sharpe exponent. In 

mathematical terms: 

 

   (1) 

    (2) 

   (3) 

where Rt – is the return on the asset per month t, 

R0 – is the return on the risk-free asset for the month t. 

γ – discount rate, (γ ϵ [0, 1]).  

The parameter determines the importance of future rewards 

and motivates the agent to take action. The higher this 

indicator, the more the model is focused on long-term 

results. 

The formalized LSTM model solves the vanishing 

gradient problem, which can hold the gradient of the 

objective function relative to the state signal. As applied to 

our problem, such an improvement in the model allows us to 

collect data on certain patterns of price changes, that is, 

when predicting the price of the next step, we rely not only 
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on the data of the previous step, but also on earlier data, 

when there was a similar state of the environment. 
Since we apply the supervised learning method, the input 

time series are transformed into a sample with one label, the 
length of the time series is Τ, the window size is W, the input 
of the sample is: . How we will use the 
activation function ReLU. 

We use MSE as the loss function. We use Adaptive 
Moment Estimation as the parameter optimization function. 
To determine the parameter adjustments, we will determine 
the moving average of the gradients. 

The formula for changing the parameters of the model is 
written as follows: 

    (4) 
Using the coefficients η and ε, we can adjust the rate of 

selection of the values of the model parameters. 

III. RESULTS AND IMPLICATIONS 

To test the model, we used the AAPL ticker data from 
03/14/2000 to 03/13/2019, as the risk-free rate was used by 
the US Federal Reserve System for the same period. 

 

Fig. 1. Model graph for 36 months. 

On the graph shown in Figure 1, we can observe that over 
36 months the model advises to take 9 long positions of 
different duration, of which only one with 0 gross 
profitability. This experiment suggests that the algorithm has 
a high enough accuracy for planning cash management. We 
can understand how long over the course of several years the 
money will be in the asset, and how much it will be inactive. 

Figure 2 shows a graph of the deviation of predicted 
prices from real ones for the next 3 years after the training 
sample. Predicted prices are plotted on the OX axis, and real 
prices are plotted on the OY axis. 

  

Fig. 2. Graph of the deviation of 

predicted prices. 

Fig. 3. Graph of the deviation of 

the predicted price from the real. 

The average prediction error was 15.99%, while the asset 
price increased by 42%, hence the error was 38% of the asset 
price change. This means that using a model on a three-year 
horizon, we can predict the general trend of movement and 
the approximate growth rate of the asset. 

Figure 3 shows the deviations of the predicted price from 
the real one for annual forecasting. 

The average prediction error was 5% with an asset price 
increase of 29%, therefore, the error was 16% of the asset 
price change. This means that on the annual horizon, the 
model also predicts the trend and, more accurately, the rate 
of growth of the asset. 

IV. CONCLUSION 

The developed model allows you to conduct a monthly 
trend, based on technical analysis, predict the trend for 3 
years, predict the asset growth rate, asset volatility. 

Based on this data, we can plan a portfolio in the long 
term, how often we can transfer from one asset to another. 

To improve the quality of prediction, it makes sense to 
include in the input data the annual and quarterly reports of 
the company that issued the securities. Using this data, we 
will be able to calculate such indicators as the level of debt in 
relation to revenue, the level of operating profit, free cash 
flow and the dynamics of these indicators over time. Include 
the most significant indicators in the agent's policy, thereby 
improving the model. More financial data about the company 
will provide the model with a larger observational space. 
Therefore, it is necessary to work deeper into the 
methodology of model rewards so that the goal of the 
algorithm is closer to the goal of the trader - to extract as 
much profit from the trade as possible. On the other hand, an 
interesting area of research is to consider the distribution 
according to which the price of an asset is determined, which 
will help manage uncertainty. 
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