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Abstract—The Bitcoin (BTC) is a decentralized 

cryptocurrency that represents a new and unique medium 

currency, and it is often considered as the currency of the 

future. Therefore, it is important to understand how Bitcoin is 

valued and how different factors influence its extreme 

volatility. Several studies had discussion whether BTC prices 

are predictable, but the time periods of these studies were 

limited by data. Therefore, we believe that a current study is 

necessary when we consider the volume of the BTC price 

movements in 2021. This research is assessing the potential for 

forecasting cryptocurrency price movements using machine 

learning approach of LSTM method and closing price of BTC 

in five-year period. The results show that it is possible to 

forecast the BTC price and even potential rise and fall using 

LSTM.  
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I. INTRODUCTION 

Transformation of economies and financial systems in 
digital era is in motion and it is happening at a fast rate. New 
digital economy size is estimated to be 25% in 2025 which is 
around 23 trillion USD [1]. Current global development is 
overflown by Information Technologies (IT) innovations, 
especially in business and financial sector. The most 
interesting and controversial technology for creating and 
spending digital assets is the concept of distributed ledger 
technology (DLT), popularly known in its most well-
recognized applicative form as Bitcoin [2]. 

Bitcoin (BTC) is the most popular cryptocurrency, a 
digital currency, that represents the alternative to the real 
currency. It was created by a cryptologist whose real identity 
is still unknown and the world knows him only as Satoshi 
Nakamoto [3]. Bitcoin became a unique digital currency with 
the potential to change the very nature of the everyday digital 
transactions, by enabling consumers person to person 
electronic transaction without the need for any intermediary 
[4]. 

An issue about the digital assets, such as 
cryptocurrencies, is price volatility. BTC price value is 
formed when the group of buyers and sellers that are 
exchanging the currency come to an agreed-upon value of 
traded cryptocurrency [5]. The price of BTC for the five-year 
period of May 2016, to May 2021, can be seen in Fig. 1. We 
can see that the value of a BTC in November 2016 was 
around 750 USD, and, still, the currency was not stable at the 
time. We can see spikes prices as high as 15,000 USD in 

2020, as well as low as 360 USD in 2016. As we can see 
BTC prices have exhibited extreme volatility in previous 
five-year period as the price increased 1900% in 2017, after 
it lost 72% of its value in 2018 [6]. BTC prices exhibit 
extraordinary and extreme volatility, but BTC as a digital 
asset shows resilience as it can regain its value even after 
suffering significant drops, and even during COVID-19 
pandemic when the uncertainty is generally high [7]. 
Therefore, a true concern for consumers is whether to make a 
purchase of an asset that had so much variation in its value. 

 

Fig. 1. BTC price - May 2016 - May 2021 

Regarding its volatility the price of BTC has been an area 
of interest where researchers have displayed their efforts for 
price forecast. Studies by Liu [8] and Huang et al. [9] 
discussed whether BTC prices are predictable and 
demonstrated significant return predictability. Other studies 
applied various machine learning methods for end-of-day 
price forecast and price increase/decrease forecasting [10, 11, 
12]. Achieved accuracy ranged from 63% for forecasting of 
increase or decrease [11] to 98% success rate for daily price 
forecast [12]. 

Felizardo et al. [13] presented a comparative study of 
price prediction performance among several machine 
learning (ML) models including long short-term memory 
(LSTM), WaveNet, support vector machine (SVM), and 
random forest (RF). The results indicated that for time-series 
data, the LSTM model performs better than other ML 
models. Tandon et al. [14] came to a similar conclusion.  

These studies were all limited by the data that was 
available. Therefore, considering the price movements in 
2021 we believe that this type of study is necessary. Best 
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approach to use for forecasting cryptocurrencies time-series 
data, according to previous studies is long short-term 
memory (LSTM). 

II. MACHINE LEARNING AND CRYPTOCURRENCY  MARKETS 

A. ML and Cryptocurrency Studies 

One of the first work that addressed forecasting of 
cryptocurrencies by using ML techniques was by Madan et 
al. [15], which used Binomial logistic regressions (BLR) and 
random forest (RF). They used five years period of data in 10 
minute and 10 second frequency. Their research indicated 
that 10-minute data give a much better sensitivity and 
specificity ratio than the 10-second data.   

TABLE I.  STUDIES ON CRYPTOCURRENCY PRICE PREDICTIONS USING 

MACHINE LEARNING 

Article 
Used models and main findings 

Year Model a. Findings 

Jang & Lee [16] 2018 BLR & RF 

10-min data give a 

better sensitivity and 
specificity ratio than 

the 10-sec data. 

Nakano et al. [17] 2018 ANN 

Higher performance of 
the ANN strategy, and 

results are extremely 

sensitive to the model 
specification and input 

data. 

Atsalakis et al. 

[18] 
2019 PATSOS 

PATSOS approach 
outperforms other 

competing methods 

and yields a return that 
is significantly higher 

than the Buy-and-Hold 

strategy. 

De Souza et al. 
[19] 

2019 ANN & SVM 

SVM provides 

conservative returns on 

the risk adjusted basis, 
& ANN generates 

abnormal profits during 

short run bull trends. 

Ji et al. [20] 2019 

CNN, DNN,  
LSTM,  

ResNet, 

 CRNN & 
their 

combinations 

Performances of the 

prediction models were 

comparable, LSTM is 
the best prediction 

model, DNN models 

are the best 
classification models, 

& classification models 

were more effective for 
trading.  

Lahmiri & 

Bekiros [21] 
2019 

LSTM & 

GRNN 

Predictability of LSTM 

is significantly higher 
than GRNN 

Chen et al. [22] 2020 

LR, LDA, 
RF, 

XGBoost, 

SVM, & 
LSTM 

For 5-min data ML 

achieved better 
accuracy than LR and 

LDA, with LSTM 

achieving the best 
result (67% accuracy). 

For daily data, LR and 

LDA are better 
(average accuracy 

65%) 

Sun et al. [23] 2020 
LightGBM, 
SVM & RF 

LightGBM 
outperforms SVM and 

RF, and the accuracy is 

higher for 2 weeks 
predictions. 

a. AAN: Artificial Neural Networks  

BLR: Binomial Logistic Regressions 

CNN: Convolutional Neural Network 

CRNN: Convolutional Recurrent Neural Network - combination of CNNs and RNNs  

DNN: Deep Neural Network 

GRNN: Generalized Regression Neural Networks 

LDA: Linear Discriminant Analysis 

LightGBM: Light Gradient Boosted Machine 

LR: Logistic Regression 

LSTM: Long Short-Term Memory 

PATSOS: Hybrid neuro-fuzzy model 

ResNet: Deep Residual Network 

RF: Random Forest 

SVM: Support Vector Machine 

XGBoost: eXtreme Gradient Boosting 

Since there is an increased interest in profiting from 
cryptocurrencies by using forecasting via ML techniques 
many papers addressed this issue. Since the list of these 
studies is vast, we will summarize only several studies from 
the last three years in which interest for this type of 
forecasting has gained in popularity (Table 1). 

All studies from the Table 1 point out that ML models 
indicate higher levels of accuracy and compared to usual 
competing forecasting models such Exponential Moving 
Average and Autoregressive Integrated Moving Average 
(ARIMA), when it comes to predicting prices and returns of 
cryptocurrencies their efficiency is significantly higher. Most 
of studies in the last three years also compare trading 
strategies performance based on ML models and passive 
buy-and-hold strategies.  

When comparing different ML models there is no clear 
and unambiguous winner. The only conclusion is that 
strategies for forecasting cryptocurrency prices that are based 
on ML are better.  

Recurrent neural networks (RNN) are neural networks 
that have a temporal dimension. RNN functions by taking the 
current input as well as previously perceived inputs into 
account. Characteristics of the RNN is that it can take into 
account information from far back in a sequence known as 
long-term dependencies [24] which have hidden states that 
hold data from previous sequential steps.  

Feed forward networks learn by using backpropagation 
and traditional gradient descent, but since RNN have a 
temporal component, they utilize a different training 
algorithm known as Back-Propagation-Through-Time [24]. 
RNN can be viewed as multiple copies of the same network 
that simply passes the message to a successor.  

 

 

Fig. 2. RNN & vanishing gradient problem simplified 

RNN represents a class of artificial neural networks 
where connections between the nodes form a directed graph 
along a temporal sequence, and, thus allowing it to exhibit 
temporal dynamic behavior and making them ideal for time 
series analysis, as well as speech recognition, grammar 
learning, literal compositions, etc. 

If we unroll the functioning of RNN we see its problem 
of handling large sequences and thus vanishing gradient 
problem occurs (Fig. 2) which requires vast computational 
resources. To solve this problem LSTM RNN were created 
where LSTMs contain extra cells that preserve information 
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from any time step in the sequence, that is by integrating 
memory units to enable learning of long temporal dynamics 
[25].  

 

Fig. 3. RNN vs. LSTM cell 

The LSTM cell represents a variant architecture of RNN 
cell which incorporates memory units that enable it to learn 
complex and long-term temporal dynamics of long 
sequences as it can be seen in Fig. 3.  

The ability of LSTM to classify sequential data 
efficiently and to maintain long-term dependencies makes it 
well suited for price prediction of financial data and its 
historic data can be treated as a supervised learning problem 
and parsed into sequences with classification labels (buy, sell 
or hold patterns), or labelled with time steps in the future to 
train the network to classify or forecast novel sequences [26]. 

B. Bitcoin Market Efficiency  

Cryptocurrency markets have become interesting for 
investment in the last ten years, both for institutional 
investors and individual investors. Cryptocurrency markets 
show certain characteristics very similar to other markets, 
primarily vulnerability to speculative bubbles. Expressed 
volatility and bubbles condition that cryptocurrencies can 
hardly be considered a true form of store of value [27]. Also, 
it is interesting to see how these markets, especially the 
Bitcoin market, behave in relation to the Efficient Market 
Hypothesis because the choice of an adequate investment 
strategy depends on it. Efficient Market Hypothesis (EMH) 
is one of the key theories in finance. It was developed by 
Fama [28], and market efficiency refers to how much the 
prices of financial assets reflect all available information. 
According to EMH, in efficient markets, prices reflect all 
available information, and there is little hope that the market 
can be won. Urquhart [29] stated that the Bitcoin market is 
still inefficient, but it is expected to become more efficient in 
the future by involving more investors. As it is a new 
investment asset, the Bitcoin market is similar to emerging 
capital markets. The Bitcoin market is highly unregulated 
and volatile and therefore not conducive to hedging. On the 
other hand, there is strong evidence against EMH [30]. The 
partial inefficiency of the Bitcoin market was also shown by 
Hirano et al. [31]. They tested EMH in the Bitcoin market 
from two points of view: the existence of a profitable 
arbitrage spread among Bitcoin exchanges and the ability to 
predict Bitcoin prices, i.e., the direction of daily prices (up or 
down) using machine learning. 

On the other hand, Bartos [32] states that the price of 
Bitcoin follows the hypothesis of efficient markets and reacts 
immediately to publicly disclosed information. The price of 
Bitcoin is higher on days with positive events, and lower 
during the days with negative events compared to other days 

without any events. Also, Mingoti et al. [33] show that for 
Bitcoin prices, following a random walk cannot be ruled out 
indicating the existence of a low degree of efficiency.  

Thus, depending on the methodology used, the size of the 
time series and the periods taken, there are no unique results 
when it comes to the efficiency of the Bitcoin market. 

III. METHODOLOGY 

A. LSTM 

ML algorithms interpret the data, so there is no need to 
perform initial decomposition as with classical modeling. 
The main purpose of our study is to determine the ability of 
LSTM method to effectively analyze the time series data of 
cryptocurrencies, in this case the post popular and widely 
spread BTC, and to identify the patterns that form the basis 
for the qualitative forecasts. LSTM is an artificial recurrent 
neural network (RNN) architecture that we can use in the 
deep learning field, where we can process an entire sequence 
of data. Unlike the traditional neural network LSTM has a 
feedback connection that helps it remember preceding 
information, thus making it the perfect model for time series 
analysis. 

B. Data and Analysis Tools 

In this study we used a BTC prices dataset from Yahoo 
finance, that contains prices data for last five years, that is 
from May 16, 2016, to May 16, 2021. The data contains 
information about the BTC such as High, Low, Open, Close, 
Adjacent close and Volume. Only the day-wise closing price 
of the stock has been used for forecasting. We used Google 
Colab because it is a simple and powerful tool that allows us 
to write and execute Python. Colab enables us the full power 
of all popular Python libraries that we used to analyze and 
visualize the data. 

Number of trading days in our sample were 1823 days. 
To make it as simple as possible we used only one variable 
which is the Close price. We decided to use reshape which 
allow us to add dimensions or change the number of 
elements in each dimension. In our case using reshape (-1, 1) 
was logical because we had just one dimension in our array, 
so numpy could create the same number of our rows and add 
one more axis, that is 1 to be the second dimension. 

The normalized data was split into 80% training, 20% 
testing data sets. We used MinMaxScaler to scale our data 
between zero and one. Afterwards, we created the function 
that enabled us to create the datasets. For the features (x), we 
append the last 50 prices, and for the label (y), we append the 
next price. Then we used numpy to convert it into an array. 
Then we created our training and testing data, and we 
reshaped our data to make it a 3D array in order to use it in 
LSTM layer.  

C. Model Building 

The next step was to build our model. Finding the right 
model represent an art and it takes several tries and testing to 
find the right layers. The model we ended up with is 
relatively simple and it is standard for this kind of ML 
problem solving. 

We initialized our model as a sequential one with 96 
units in the output’s dimensionality. We used 
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return_sequences=True to make the LSTM layer with three-
dimensional input and input_shape to shape our dataset. 
Making the dropout fraction 0.2 drops 20% of the layers. 
Also, we added a dense layer with a value of 1 because we 
want to output one value. After that, we reshaped our feature 
for the LSTM layer, because it is sequential_3, which is 
expecting 3 dimensions, not 2. We compiled our model, and 
we used loss='mean_squared_error' because it is a 
regression problem, and the adam optimizer to update 
network weights iteratively based on training data. In data 
training every epoch referred to one cycle through the full 
training dataset, and batch size refers to the number of 
training examples utilized in one iteration. 

Finding the right hyper-parameters is also considered to 
be an art. It is important that the parameter shuffle was set to 
False because our analysis depends on the order of the 
information, so if we changed the order our results would 
make no sense at all. 

IV. RESULTS AND IMPLICATIONS 

In this study LSTM model was used to analyze and 
understand the mechanics of the BTC market. This research 
presents a potential way to predict Bitcoin market price. Our 
results show that it is possible to forecast the BTC price and 
even potential rise and fall using ML (Fig. 4). The theoretical 
and practical implications of our research are: 

• Modeling results of short-term cryptocurrency 
dynamics and application using LSTM demonstrated 
the effectiveness of using ML approach, especially 
RRN, for forecasting; 

• Conducted model simulation have confirmed the 
feasibility of using the ML for the short-term 
forecasting of financial time series; 

• Constructed models have potential basis for creating 
algorithms for automated trading systems. 

We recommend combing different ML prediction models 
to create more accurate cryptocurrencies price forecasts. 

 

Fig. 4. Original vs. predicted BTC price 

It can be difficult to determine whether LSTM model is 
performing well on given sequence prediction problem like 
price of Bitcoin. Therefore, it is important to know whether 
tested model is a good fit for our used data or if it is underfit 
or overfit and would it do better with a different 
configuration.  

LSTM models are trained by using the fit() function. This 
function returns a variable history that contains a trace of the 
loss as well as any other metrics that were specified during 
the compilation of the model. These scores are recorded at 

the end of each epoch. Keras allowed us to specify a separate 
validation dataset while fitting our model. We done this by 
setting the validation_split argument on fit() function to use a 
10% of the training data as a validation dataset. 

 

Fig. 5. Training and validaiton loss 

A good model fit represents a case where the 
performance of the model is good on both the train and 
validation sets. This can be diagnosed from a plot where the 
train and validation loss both decrease and stabilize around 
the same point as we can see from Fig. 5. As we can see our 
model demonstrated an LSTM model with a good fit. 

Future research should investigate the use of artificial 
intelligence for modeling the price of any cryptocurrency 
which would enable easier measuring of the risk factor for 
the justification of financial usage of blockchain technology. 

Also, it would be necessary to consider adding external 
data inputs that are related to global events to detect price 
anomalies/spikes and to use ML to predict and assess the 
stability of cryptocurrencies. 

Overall, there is ample empirical evidence that at the 
current stage the Bitcoin market is still not complying with 
EMH. From the investor’s point of view, this means that it is 
possible to identify undervalued or overvalued assets in the 
market using technical analysis. This indicates that an active 
investment strategy in the Bitcoin market is possible, 
although many investors today view it as a means of 
preserving value and opt for passive investing. Machine 
learning can be seen as an instrument of technical analysis 
that can help investors make better investment decisions. 
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